
Words as Gatekeepers: 
Measuring Discipline-specific Terms and 

Meanings in Scholarly Publications

Li Lucy, Jesse Dodge, David Bamman, Katherine A. Keith

New Directions in Analyzing Text as Data (TADA)



  Previous work on scholarly language

Between fields 

McKeown et al., 2016; Prabhakaran et 
al., 2016; Sim et al., 2012; Rakedzon et 
al., 2017, Vilhena et al. 2014 

Between scientific 
communities and the public

Liu et al., 2022; August et al., 
2020a; Cervetti et al., 2015; 
Freeling et al. 2021



  Scholars to dogs … not so much 



  Previous work on scholarly language

Between fields 

McKeown et al., 2016; Prabhakaran et 
al., 2016; Sim et al., 2012; Rakedzon et 
al., 2017, Vilhena et al. 2014 

Between scientific 
communities and the public

Liu et al., 2022; August et al., 
2020a; Cervetti et al., 2015; 
Freeling et al. 2021

Most use measures of  word types not word senses.



types

senses



  Data

Contemporary S2ORC

● Semantic Scholar Open Research Corpus 
(S2ORC), English, 2000-2019

● Linked abstracts to 19 fields (with 293 
subfields) in the Microsoft Academic Graph

● Sampled so each subfield has same number of 
abstracts Subfields: geometry, 

combinatorics

Subfields: immunology, genetics

“Background” corpus

● S2ORC + English Wikipedia sample 

Full text for 8.1M open access 
papers. Largest publicly-available 
collection of machine-readable 
academic text to date



  Discipline-specific word type metric

Normalizes values to 
be between -1 and +1

PMI of word type t 
in subfield s

“Overall” probability in 
background corpus

Normalized pointwise mutual information (NPMI)

Also used in Lucy & Bamman (TACL 2021) 
for community-specific English on the web

Fine print: lemmas, filter to at least 20 instances



  Word sense induction

1. Raw text 

Eyal et al. (ACL 2022)

2. Use ScholarBERT  to 
predict top 5 
substitutes of each 
masked target token

We used python, HTML, CSS, 
Javascript, node, flask.

→ slack, oracle, apple, bot, 
framework

3. Make co-occurrence 
network of a word’s 
substitutes and run 
community detection 
algorithm

Core idea: Word tokens that share senses also share in-context substitutes 

Hong et al. (2022)



  

ScholarBERT predictions for 
masked target word power

Example (toy) output

Word sense cluster 1

energy, electricity, load, 
fuel, lit

Word sense cluster 2 
 
value, order, term, sum, degree

Electrical engineering
Combinatorics



  Discipline-specific word sense metric

Normalizes values to 
be between -1 and +1

PMI of word sense t 
in subfield s

Normalized pointwise mutual information (NPMI)

Now!
t = word sense cluster id



  Word types are distinctive across fields

max(NPMI(s,t), 0) 
averaged across all word types t 



  Word types are distinctive across fields

Pure 
mathematics
power, pole, union, 
origin, surface 

Monetary economics
movement, liquid, 
interest, turbulence, 
provider 

max(NPMI(s,t), 0) 
averaged across all word types t 

One dot = one subfield



  Word senses give a different picture 

Increase after 
max (sense NPMI, type NPMI) 



  Word senses give a different picture 

Increase after 
max (sense NPMI, type NPMI) 

Monetary economics
movement, liquid, 
interest, turbulence, 
provider 

Takeaway: Ignoring 
sense jargon might 

collapse complexity of 
scholarly language in 

the social sciences
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  Audience Design

Nature, Nature Communications, 
PLOS One, Science, Science 
Advances, and Scientific Reports

max(sense NPMI, type NPMI) > 0.1



  Audience Design

Most fields reduce jargon when 
writing for general-purpose venues

Nature, Nature Communications, 
PLOS One, Science, Science 
Advances, and Scientific Reports

95% confidence intervals 
from bootstrapping



  Audience Design

… but some more than others

m = the position of a word in an abstract

Most fields reduce jargon when 
writing for general-purpose venues

Nature, Nature Communications, 
PLOS One, Science, Science 
Advances, and Scientific Reports

95% confidence intervals 
from bootstrapping

Proportion of 
max jargon 



  Audience Design

… but some more than others

m = the position of a word in an abstract

Most fields reduce jargon when 
writing for general-purpose venues

Nature, Nature Communications, 
PLOS One, Science, Science 
Advances, and Scientific Reports



  Scientific success

Proportion of Jargon in Abstract ~ 
1. Citation count

Negative binomial regression

2. Interdisciplinary impact
Ordinary least squares regression

variety balance inter-similarity

Leydesdorff et al. (2019)

Other variables in regression: time (three evenly-sized time bins 
within 2000-2014), length of abstract in tokens, number of authors, 

number of references in the article, number of subfields (one or 
two), and the venue’s average citations per article

Takeaway: Increase in jargon almost 
always negatively associated with 

interdisciplinary impact



  More details and analysis in our paper 
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